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Introduction

• Traditional natural hazard modeling 

methods are computationally 

intensive and time-consuming 

(Figure 1).

• Our X2Sim framework utilizes an 

agentic LLM to generate digital twins 

from video using natural language, 

integrating two distinct 3D object 

generation methods.

X2Sim transforms real-world footage into precise digital 

twins for natural hazard modeling. Our platform 

combines advanced LLM processing and multi-modal 

simulation, providing a text-and-video-to-simulation 

workflow for researchers and practitioners in disaster 

preparedness.
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Methods

• An Large Language Model (LLM) 

agent generates a 3D object, fluid 

geometry and simulation from a given 

prompt (Figure 2).

• Text-to-3D objects are generated 

through DALL-E [2] image generation 

and TRELLIS [3] 3D asset generation.

• Video-to-3D object generation is 

realized through COLMAP [4] 

(Figure 3).

• Simulation is realized through the 

Material Point Method (MPM) or the 

learned Graph Network-based 

Simulator (GNS) [5].

Results

Fig. 3. COLMAP Incremental Structure-from-Motion pipeline to generate 3D object from videos. [3]

Fig. 6. Rendering of a text-to-simulation output of a 
house impacted by a tsunami generated using MPM.
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Fig. 1. TACC Galaxy and MPM rendering of Oso Landslide [1].

Fig. 2. X2Sim framework: LLM agent with text- and video-to-
3D tools.
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